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ABSTRACT

To assess the robustness of meta-analytic inferences, one should compare results using different
statistical techniques and assumptions. Two types of sensitivity analyses concerns examining the
effect of outliers and publication bias on the obtained meta-analytic results. However, analyses to
examine their independent and combined effects are rarely conducted, calling into question the
trustworthiness of meta-analytic results. In this professional development institute, we introduce

Meta-Sen (see https://metasen.shinyapps.io/genl/), an open-source software that can be used to

conduct a meta-analysis that adheres to recommended standards and best practices. We will
demonstrate the tool’s functionality and introduce new approaches to reporting sensitivity

analysis results.
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OVERVIEW OF THE PROFESSIONAL DEVELOPMENT INSTITUTE
Meta-analytic reviews are considered the primary means for generating cumulative

scientific knowledge and their results are often used by practitioners to inform evidence-based
practice. However, the results of published meta-analyses may be misestimated and, thus,
untrustworthy because their robustness to the effects of outliers and publication bias (PB) is
rarely examined. Evidence suggests that both phenomena can independently distort meta-
analytic results. However, given that outliers can inflate the amount of residual heterogeneity in
meta-analytic datasets, which can lead to biased meta-analytic and PB analysis results, a
combined outlier and PB effect may also threaten meta-analytic results and conclusions. We
introduce a tool that will facilitate the conduct of meta-analyses that adhere to recommended

reporting standards and best practices. Specifically, we describe and demonstrate a cloud-based

software (see https://metasen.shinyapps.io/geni/) that allows users to upload a meta-analytic
dataset and provides as output all essential meta-analytic and sensitivity analysis results before
and after outlier removal. Together these results can be used to estimate the independent and
combined effects of these phenomena.

An outlier is an observation that appears “to deviate markedly from other members of the
sample in which it occurs” (Grubbs, 1969, p. 1). Outliers have long been acknowledged to have a
potentially distorting influence on statistical analyses and their results, including meta-analytic
ones (Viechtbauer & Cheung, 2010). For example, Rubenstein, Eberly, Lee, and Mitchell (2018)
reported that the meta-analytic mean observed correlation for the “employee performance-
voluntary turnover” relation changed from -.07 to -.17 (A = .10, or 143%) after removing a
potential outlier. Publication bias (PB) occurs when there is a systematic suppression of research

findings, which causes the available literature to be unrepresentative of all completed research on
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a relation of interest (Begg & Mazumdar, 1994) and, like outliers, has been shown to distort
meta-analytic results. For example, a review of the strategic management literature found
evidence for considerable levels of PB and, as a result, Harrison, Banks, Pollack, O’Boyle, and
Short (2017, p. 400) suggested that “caution should be exercised when interpreting scientific
conclusions regarding certain determinants of firm performance.” Taken together, when not
properly addressed, outliers and PB can lead to meta-analytic mean effect size estimates that are
misestimated (Kepes, Banks, McDaniel, & Whetzel, 2012; Kepes & McDaniel, 2013).
Moreover, both phenomena are often addressed as important ethical issues (Aguinis, Gottfredson
& Joo, 2013) and can distort utility analyses (e.g., Hancock, Allen, Bosco, McDaniel & Pierce,
2013), which may impair evidence-based practice efforts (Kepes & McDaniel, 2015).

In this professional development institute (PDI), we begin by providing a brief
introduction to the fundamentals of meta-analysis. Following this, we introduce a taxonomy of
causes of outliers (see Table 1) and PB (see Table 2). Specifically, we focus on outcome-level
and sample-level causes of outliers and PB. With regard to outcome-level causes of outliers, we
describe the role played by a sample’s effect size magnitude and p-value in determining whether
or not it is labelled as an outlier. For instance, samples that have an effect size that diverges from
all other samples in the dataset may need to be removed before performing a meta-analysis as
they could introduce residual heterogeneity that may threaten its results (Kepes & McDaniel,
2015). In regard to sample-level causes of outliers, a study’s sample size may play an important
role in determining whether or not it is an outlier. Given that both the Hedges and Olkin (1985;
see also Hedges & Olkin, 2014) and Schmidt and Hunter (2015) approaches to meta-analysis
estimate the mean by giving more precise studies more weight, large samples can have an undue

influence on the meta-analytic mean. As such, meta-analytic results with and without relatively
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large samples should be compared to determine the influence of large-sample studies. The PDI’s
discussion of outcome-level and sample-level causes of PB will be informed by Kepes et al.’s
(2012) taxonomy of causes of PB.

Although evidence suggests that outliers and PB can have independent adverse
downstream effects for research and practice (Kepes, Bennett, & McDaniel, 2014), there appears
to be some degree of interdependence between the causes of outliers and the causes of PB. For
instance, an effect size may be removed from a primary study manuscript before being submitted
to a journal (i.e., author decision, outcome-level cause of PB; Table 2) because its corresponding
p-value (i.e., outcome-level cause of outliers; see Table 1) was greater than the conventional
statistical significance threshold (p < .05). In this case, an outlier-related phenomenon caused
PB. Yet, to date, and to the best of our knowledge, sensitivity analyses of published meta-
analytic results have largely failed to examine the combined effect of these phenomena (see
Field, Bosco, & Kepes, 2021 for an exception that we are aware of). As such, this PDI will
describe why it is likely important to account for both outliers and PB when assessing the
trustworthiness of meta-analytic results.

Next, the PDI will review the strengths and weaknesses of methods used to detect and
possibly adjust for outlier and PB effects. We will review two outlier assessment methods (one-
sample removed analysis [Bornstein, Hedges, Higgins, & Rothstein, 2009] and Viechtbauer and
Cheung’s [2010, see also Viechtbauer, 2017] multivariate, multidimensional influence
diagnostics) and five PB assessment methods (contour-enhanced funnel plots [Peters, Sutton,
Jones, Abrams, & Ruston, 2008], Duval and Tweedie’s [2000; see also Duval, 2005] trim and

fill, cumulative meta-analysis by precision [Kepes et al., 2012], a priori selection models [Vevea
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& Woods, 2005], and precision-effect test-precision effect estimate with standard error analysis
[Stanley & Doucouliagos, 2014]).

Finally, we will demonstrate Meta-Sen (see https://metasen.shinyapps.io/genl/; landing

page and example output are displayed in Figures 1-6). Example data files will be provided so
that attendees can interact with Meta-Sen during and after the PDI. In general, the purpose of the
PDI is to illustrate that (1) outliers may distort meta-analytic results, (2) PB may distort meta-
analytic results, and (3) PB results may change after removing outliers, indicating that outliers
and PB can have a joint effect on the trustworthiness of meta-analytic results. The PDI will also
introduce a new quantitative and visual way to summarize meta-analytic and sensitivity analysis
results. With regard to the quantitative method, Meta-Sen illustrates how the degree of observed
bias can be measured using a standardized mean difference and, thus, quantified using accepted
benchmarks (i.e., d =~.2, .5, and .8 represent “small,” “medium”, and “large” degree of bias,
respectively; Cohen, 1988). With regard to the visual method, Meta-Sen introduces a new way to
display the range of meta-analytic and sensitivity analysis results before and after outlier
removal. This new visualization shows if outliers and/or PB contributed to the range of results
and, thus, the potential misestimation of the originally reported meta-analytic mean estimate.

To improve the transparency of meta-analytic findings, Meta-Sen allows the user to
download all of the obtained results and plots. In addition, to better aid the user report the
obtained quantitative results, table templates that adhere to American Psychological Association
(APA) formatting requirements can be downloaded from their respective tabs. The PDI will
conclude with recommendations for minimizing the impact of outliers and/or PB. These
recommendations include changing author norms and the journal review processes. We will also

encourage research registries and the ability to submit supplemental information to journals.
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INTEREST TO SMA MEMBERSHIP

We assert that our PDI will be of interest to research methodologists as it introduces a
comprehensive sensitivity analysis that is aligned with the APA’s Meta-Analysis Reporting
Standards (Appelbaum et al., 2018). Furthermore, the PDI discusses the importance of
accounting for a statistical artifact that has been overlooked by nearly all PB assessments.
Specifically, because the performance of PB methods (Peters, Sutton, Jones, Abrams & Rushton,
2007; Terrin, Schmid, Lau & Olkin, 2003) can be affected by outlier-driven heterogeneity
(Kepes & McDaniel, 2015), the PDI demonstrates a software that illustrates how outlier presence
may influence inferences regarding the presence of PB.

In addition, we contend that our PDI will be of interest to theorists, particularly those
who use meta-analytic results as “building blocks of theory” (Schmidt, 1992, p. 1177). Finally,
we propose that this PDI will be of interest to practitioners who use meta-analytic results to
inform utility analyses (e.g., Hancock et al., 2013). Moreover, the PDI will introduce two new
ways of communicating sensitivity analysis results. We suggest that these new methods are
aligned with a consumer-centric (Aguinis et al., 2010) approach to reporting research results as it
may help researchers and practitioners make better sense of sensitivity analysis results. Taken
together, we assert that our PDI will be of interest to all research-active scholars and practitioners

across all areas of the Southern Management Association.
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DESCRIPTION OF PROFESSIONAL DEVELOPMENT INSTITUTE FORMAT
The format of the PDI will be as follows:
e Brief introduction to the presenters
e Discussion of fundamentals of meta-analytic procedures
e Discussion of causes of outliers and publication bias
e Discussion of independent and combined effects of outliers and PB on meta-analytic
results.
e Review of two outlier assessment methods
e Review of five publication bias assessment methods
e Demonstration of Meta-Sen
o Sample data files will be provided so that attendees can interact with the software

e Recommendations for minimizing the impact of outliers and/or PB

e Discussion/questions/comments from the audience
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STATEMENT FROM ORGANIZER
I have received signed statements from all intended participants agreeing to participate in the
entire symposium
Name: James Field

Signature: Jomer ull

Date: 04/26/2021
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Table 1

Taxonomy of causes of outlier

Cause of outliers

Explanation

Outcome-level causes
Effect size magnitude

P-value

Sample-level causes
Sample size

Sample type

Samples that have an effect size that diverges from the effect sizes of all other samples in the dataset
may need to be removed before performing a meta-analysis as they could introduce residual
heterogeneity that may threaten its results and conclusions.

An effect size may be labelled as an outlier if its corresponding p-value deviates noticeably from the
other p-values in the dataset. Failing to remove such effect sizes may increase the degree of
heterogeneity observed in a dataset and thus threaten its meta-analytic results.

Sample size is a characteristic that may determine whether or not an effect size is labelled as an outlier
because both the Hedges and Olkin (1985; see also Hedges & Olkin, 2014) and Schmidt and Hunter
(2015) approaches to meta-analysis estimate the meta-analytic mean by giving more precise studies
more weight. Thus, relatively large samples can have an undue influence on the meta-analytic mean.

In the context of a meta-analysis, an effect size that differs from all other effect sizes in regard to some
sample type characteristic (e.g., incumbents vs. applicants, employees vs. students) may need to be
removed before performing a meta-analysis as it could introduce residual heterogeneity that may
threaten its results and conclusions. This may be especially true if theoretical evidence suggests the
sample characteristic is a boundary condition.
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Table 2

Taxonomy of causes of publications bias

Cause of publication bias Explanation
Outcome-level causes
Author decisions Authors may decide to exclude some effect sizes prior to submitting a paper because the effects are not

statistically significant, contrary to their expectations or theoretical position, contrary to past research, contrary to
the position of the journal editor, etc.

Editorial review process An editor may request that the author change the focus of the paper by making some results less relevant or
request that the author drop the analyses yielding statistically non-significant effect sizes to “streamline” or
“shorten” the paper.

Organizational constraints  Organizations who provide researchers with data cause outcome-level publication bias when they refuse to let
authors published some results (e.g., demographic differences in pay or level of job performance)

Sample-level causes

Author decisions An author may contribute to publication bias if he/she works only on papers that have the highest chance of
getting into the best journal; other papers may be abandoned and thus suppressed from the available literature.

Editorial review process The editorial review process will reject papers that are poorly framed, papers without statistically significant
findings, with results contrary to existing literature and current theory, and well done research that “didn’t work.”
These editorial decisions result in suppression of effect sizes at the sample level.

Organizational constraints  An organization (e.g., employment test vendors) may force the suppression of entire studies if such studies
damage the marketability of the organization’s products.

Note. Adapted from Kepes et al. (2012)
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Table 3

Analyses performed by Meta-Sen

Analysis/parameter

Meta-analysis
k (number of independent samples)?

N (sum of independent sample sizes)?
Tore (fandom effects meta-analytic mean effect size estimate)?

95% confidence interval®
90% prediction interval®
Q (weighted sum of squared deviations from the mean)?
12 (ratio of true heterogeneity to total variation)?
Tau (between-sample standard deviation)?
Outlier detection
One-sample removed?
Minimum, maximum, and median weighted mean observed correlation
Influence diagnostics?
Publication bias detection
Fixed-effects trim and fill model?
Side imputed
Number of imputed samples
Adjusted meta-analytic mean effect size estimate
Adjusted lower bound of 95% confidence interval
Random effects trim and fill model?
Side imputed
Number of imputed samples
Adjusted meta-analytic mean effect size estimate
Adjusted lower bound of 95% confidence interval
A priori selection model?
Moderate publication bias assumption
Back transformed adjusted meta-analytic mean effect size estimate
Severe publication bias assumption?
Back transformed adjusted meta-analytic mean effect size estimate
Precision-effect test-precision effect estimate with standard error (PET-PEESE)?
Weighted least squares approach
Final adjusted meta-analytic mean effect size estimate (two-tailed test)
Random effects meta-analysis (metafor; Viechtbauer [2017]) approach
Final adjusted meta-analytic mean effect size estimate (two-tailed test)
Cumulative meta-analysis by precision?

Note: 2 = estimated before and outlier removal; ® = performed iteratively until all identified
outliers are removed

15
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Figure 1

Full view of the Meta-Sen graphical user interface
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Figure 2

Short view of results tab showing meta-analytic and sensitivity analysis results before and after outlier removal
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Figure 3

Short view of data with outlier identification tab showing uploaded meta-analytic dataset and outlier classification
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Figure 4

Full view of d-score results tab showing standardized mean difference results before and after outlier removal.
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Figure 5
Full view of fixed-effects trim and fill funnel plots tab showing results before (left panel) and after (right panel) outlier removal.
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Note. The clear dots represent observed correlations, the filled black dots represent the trim and fill imputed correlations. The vertical
line represents the adjusted meta-analytic mean effect size.
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Figure 6

Full view of dispersion of sensitivity analysis results tab
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Note. Before = before outlier removal; after = after outlier removal; mean = random-effects weighted mean observed correlation; osrmax = one-sample removed
maximum weighted mean observed correlation; osrmed = one-sample removed median weighted mean observed correlation; osrmin = one-sample removed
minimum weighted mean observed correlation; pp = precision-effect test-precision effect estimate with standard error adjusted observed mean (meta-regression;
two-tailed approach); pr = meta-analytic mean estimate of the five most precise effects; smm = one-tailed moderate selection model’s adjusted observed mean;
sms = one-tailed severe selection model’s adjusted observed mean; tffe = fixed-effects trim and fill adjusted observed mean; tfre = random-effects trim and fill
adjusted observed mean; The dashed vertical line represents a mean estimate of zero. The solid vertical line represents the naive meta-analytic mean effect size.



